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and coverage of our explanations. This helps us 
anticipate diffi culties. We notice and try to ex-
plain apparent anomalies, or we decide we need 
to completely reframe our understanding.1–3 Sen-
semaking is more than an analytical choice among 
competing explanations expressed in some fi xed 
problem space. It is richer and more complicated 
than any linear description as “steps” or “stages.” 
It is a process of deliberating over alternative plau-
sible explanations while at the same time having 
our explanations guide the exploration of infor-
mation. Furthermore, sensemaking is often a so-
cial activity that promotes the achievement and 
maintenance of common ground.4

Research has shown how diagramming can be a 
useful tool to support the sensemaking process.5,6

Research has also shown how diagramming can 
be a useful tool for constructing, editing, and un-
derstanding ontologies.7,8 The meaningful inte-
gration and comprehension of data as part of the 
sensemaking process can benefi t from the develop-
ment of ontologies that establish the underlying 
semantics of that data and then develop seman-
tics for new concepts and scenarios. The emerging 
Semantic Web technologies address this challenge 
by developing an “open network” of formally de-
scribed concepts, in which the publication of a for-
mal ontology lets other users reuse concepts when 
describing new knowledge.

In this article we pursue the idea of diagram-
ming to support simultaneous sensemaking and 
ontology development. We argue that tools can 
be developed to support a continuum of knowl-
edge model development, from initial free-form 
diagrams that make it easy to capture an author’s 
knowledge and intent but are only interpretable by 

humans, to propositionally coherent concept maps 
that structure the free-form diagrams into inde-
pendently meaningful node-link-node triples, and 
fi nally to description-logic concept maps that com-
bine human readability and understanding with 
logical formalism and a machine-understandable 
format. Although this idea is not new, the wide-
spread availability and popularity of semantic 
technologies for a variety of tasks makes it espe-
cially pertinent.

Propositional Diagrams
The analysis of a topic by creating a propositional 
network can improve topic comprehension, rela-
tive to alternative representations such as text, 
hyper text, or bullet lists in presentation slides.9–11

Research has shown how propositional dia-
grams can be used in individual and collaborative 
problem-solving.12–14 One powerful tool for help-
ing people make sense of situations is concept 
mapping. Concept maps are expressive diagrams 
used in the propositional representation of knowl-
edge, spanning from educational contexts15 to the 
critical thinking of intelligence analysts.16–18

Figure 1 shows an example of a concept map, 
representing an individual’s attempt to integrate 
knowledge about the Bihari refugee situation in 
Pakistan.19 This example is one from a set of 15 
diagrams that represent an analysis of the Bihari 
situation; this one is about why the Bhiari do not 
qualify as refugees under international law. The 
icons beneath two of the nodes indicate hyperlinks 
to text pieces and URLs that present supporting 
evidence.

This concept map fulfi lls some requirements for 
a knowledge representation that will assist the sen-
semaking process. It expresses and organizes the 
concepts in a way that is meaningful to humans and 
presents specifi cs, in this case the conditions that 
must be met for a group to be considered refugees. 
It makes explicit the concepts that are involved 

Sensemaking is a cyclical discovery process in 

which we use data to form an understanding, 

and this in turn infl uences what counts as data. Con-

currently, we evaluate the plausibility, consistency, 
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in an answer to the main question 
posed by the concept map (“Why do 
the Bihari not qualify as refugees?”). 
Finally, it is argumentative in that it 
makes the contradicting points of view 
explicit (concerning the “actual” iden-
tity of the Bihari).

A method to make such meaning-
ful diagrams computable—that is, 
amenable to the operations of logic—
would be helpful. Doing so would 
make the information expressed in 
the diagram available not only for 
people to search, reference, and ex-
pand, but also for machines to op-
erate on. Arguably, achieving this 
transformation without human in-
put would require solving significant 
problems of inference and semantic 
alignment of concepts. Until recently, 
the closest that anyone has come to 
making concept maps computable 
(with or without human input) had 
been to make them propositionally 
coherent. In this article, we discuss a 
way in which meaningful diagrams, 

used as a part of the active effort to 
make sense of situations, might also 
feed into computational analysis, and 
vice versa. This would be diagram-
ming as a method for active construc-
tion of a representation, an activity 
that helps the human-machine work 
system make sense of things.

Man Versus Machine
In his discussion of representation, Al-
len Newell defined “the knowledge 
level” as composed of agents that pos-
sess knowledge, have goals, and act 
rationally so as to achieve the stated 
goals.20 He argued that logics were ap-
propriate as approximate descriptions 
of knowledge, or appropriate as tools  
for the analysis of knowledge: “Given 
a representation—e.g., a semantic  
net, a data structure, a symbolic 
structure for some abstract problem 
space, a program, or whatever—to 
determine exactly what knowledge is 
in the representation and to charac-
terize it requires logic.” Newell said 

that natural language is not adequate 
for the analysis of knowledge be-
cause its complete structure and rules 
of inference have not been external-
ized. But his notion of “adequacy” re-
fers only to analysis by the machine. 
Humans have a requirement too: 
to make sense of things precisely at 
the knowledge level, which would of 
course be reliant on a natural sym-
bol system (in other words, natural 
language).

We do not contest Newell’s in-
sights concerning the definition of 
“levels” of representation and the re-
lations of abstraction and reduction 
among those levels. We do wonder, 
however, what would happen if intel-
ligence were considered with reference 
to the human-machine relationship  
as a work system. In this case, there 
must be some means of bridging 
the sensemaking gap between what 
computers and people understand 
through the use of so-called “mediat-
ing representations.”21–23

Figure 1. A concept map developed as part of an individual’s knowledge modeling effort. The map integrates knowledge about 
the Bihari refugee situation in Pakistan.
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What if a representa-
tion were to be both? In 
this article, we address 
the assumption that there 
must be a bifurcation be-
tween the artifacts used 
by people to express and 
share meanings versus the 
artifacts that machines re-
quire because they feed 
directly into computa-
tional procedures. These 
need not be separate; 
the twain can meet. The 
notion we present is a 
method for computation 
over representations that 
are also meaningful to hu-
mans who may not fully understand 
the machine. The goal is to support 
sensemaking by both humans and 
machines, in reference to what hu-
mans can do and what machines can 
do rather than by reference to what  
either of them cannot do.

Building a Continuum
We begin with the sentence, “Peri-
odic support of free medical checkups 
for the Dhaka camp dwellers comes  
from international organizations 
such as Worldvision Bangladesh” 
(taken from the article “The Ne-
glected Stateless Bihari Commu-
nity in Bangladesh: Vic t ims of  
Political and Diplomatic Onslaught”  
by Kazi Farzana).19 The sentence is 
easy to comprehend and captures the 
thoughts or beliefs about the world 
held by the author. Figure 2 shows 
the propositional network for this 
sentence. Nodes represent individual 
concepts, and links represent rela-
tions. The propositions unpack some 
of the relations that are expressed 
through the natural syntax. The dia
gram is propositionally coherent  
because each node-relation-node tri-
ple can be read as a stand-alone  
proposition.

But this representation is still not 
as specific as it could be. Does the hu-
manitarian aid extend to other medi-
cal checkups that may not be free? 
The modifier “free” would need to 
be unpacked from this representa-
tion, allowing “medical checkups” to 
be divided into “free” and “not free.” 
Are there organizations involved in 
addition to Worldvision? And so 
forth.

Constraining Concept  
Map Semantics
Machines can manipulate logics in 
many ways, and complete inference 
mechanisms are available that can 
draw conclusions and check for inter-
nal consistency over a set of proposi-
tions. However, these logics usually 
have a more complex syntax than the 
node-link-node triples of proposition-
ally coherent networks (as in Figure 2)  
and can require significant training 
to construct and interpret properly.

Work during the last decade has led 
to the idea of isolating useful patterns 
of quantification that can be identi-
fied with operators on concepts, and 
these patterns have been formalized 
in what are called description log-
ics.24 The basic idea of description 

logic is to isolate these 
logical patterns and re-
define them as operators 
on a logical vocabulary— 
operators such as union, 
intersection, and com-
plement. These opera-
tors can then be used to 
form new relations. We 
can use them to make 
our diagram more spe-
cific and accurate. Con-
sider our previous prob-
lem of unpacking “free 
medical checkups.” We 
can expand this by noting 
that it is the intersection 
of the concepts of “medi-

cal checkups” and “free services.” By 
linking it also to the concept “peri-
odic support” we can fully capture 
the author’s intent. Modifying the 
Figure 2 diagram to reflect this think-
ing, we arrive at a diagram shown in 
Figure 3.

The original motivation for de-
scription logics was to make deduc-
tion and consistency checking more 
computationally tractable. For our 
purposes, the description-logic style 
it relates naturally to the concept map 
notation. Since we can unpack the 
definitions, this constitutes an exten-
sion to the notion of propositional co-
herence. We can also use the opera-
tor patterns directly as templates to 
modify existing concept map struc-
tures or provide the skeleton for a 
new structure.

Restrictions are another type of 
operator on concepts. Restrictions 
provide a general way to define new  
categories (or classes) in terms of their 
relationship to other meanings. Con-
sider how the concept “Dhaka camp 
dwellers” might be formally defined. 
Members of the set Dhaka camp 
dwellers would be those people 
that reside in the Dhaka camp. This is 
a simple value restriction, residesIn,  

Figure 2. A concept map segment illustrating propositional 
coherence. Each node-link-node triple expresses a proposition 
that can be meaningfully read independently from other map 
elements.
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on the property of people. This prop-
erty needs a formal definition, includ-
ing specifying its domain (including 
“people”) and range (some locations). 
Fortunately, we can consult other on-
tologies and reuse their concept and 
property definitions. Indeed, in order 
to be fully effective, description logic 
diagrams must have many concep-
tual connections among their com-
ponents. Publicly available ontolo-
gies form a “voluntary syndication” 
of knowledge composition: a distrib-
uted network of linked mini-ontologies 
integrated into a connected web by 
their reuse of concepts.

In a concept map constrained by 
the semantics of description logic, 
the node-link-node triples express re-
lationships describing (and, in effect, 
defining) categories. Such diagrams 
retain propositional coherence in the 
sense that all of the triples in a dia-
gram are still meaningful when read 
in isolation. Figure 3 paraphrases the 
sentence in a way that seems slightly 
roundabout relative to the original 
natural language. However, the di-
agram still makes sense, with only 
minimal explanation, to the human 
interpreter.

Having incorporated description 
logic semantics as a means to struc-
ture relations among concepts, we 
still have not completely leveraged 
the power of computational reason-
ing. We need to take the diagram a 
full step further. We must add the ca-
pability to create new classes, using 
description logic operator templates 
so that they may be exported, under-
stood, and reasoned about as full on-
tological content.

The OWL Formalism
The CmapTools Ontology Editor 
(COE) is a version of CmapTools 
that uses a description logic style to 
encode meanings. It was originally 
intended for the World Wide Web 

Consortium–recommended Web On-
tology Language (OWL) formalism 
of the Semantic Web.25,26 OWL is a  
fully formal notation with exactly 
specified semantics, designed inde-
pendently of concept maps expressly 
for inference engines to be able to 
process.

Figure 4 shows a description logic 
diagram generated using the COE 
tool. It can be exported into OWL for 
use by other Semantic Web technolo-
gies or other ontology authors, and 
it can be considered to be an alterna-
tive syntax for roughly 50 lines of fairly  
tedious XML. The diagrammatic repre-
sentation attempts to show what OWL  
developers are most likely to want to 
see, and hide those aspects that often 
make such diagrams unintelligible— 
while still allowing people to drill 
down into details as needed.

Space does not allow a detailed de-
scription of all the COE conventions 
that are used in Figure 4.27 Some 
general aspects of the design are im-
portant, however. Properties are al-
ways links, and classes and individ-
uals are nodes. We use color—very 
selectively—to indicate the property 
type: black for restrictions, red for 
unions or intersections, and blue for 
subclasses. The shape of the node is 
also important: rectangles represent  

individuals, or specific members of 
classes, which are represented by 
rounded-corner rectangles. The text 
in the diagram often has a prefix as-
sociated with it, separated by a co-
lon. This is called a qualified name, 
or “qname” for short. For example, 
pol:Organizations instructs rea-
soners to access the ontology avail-
able at the URL specified by the  
nickname pol and obtain its defini-
tion of the concept Organizations. 
If a concept or property does not 
have a qname associated with it, it 
is defined in the ontology under con-
struction. We indicate properties of 
a property (that it is transitive, such 
as ancestorOf, or symmetric, such 
as brother) by additional tags on 
the link label, and indicate OWL re-
strictions on a property by attach-
ing predefined phrases (such as must  
be exactly, can be, exactly one, 
at least 3) to the property name as 
part of the link label. This link/node 
conceptual discipline is notably ab-
sent from the XML syntax for OWL, 
which treats all entities similarly.

Rendering OWL into concept map 
notation may be regarded as a signifi-
cant marker in the territory that lies 
toward the formal end of a continuum 
of human-machine functionality. 
The step has elimnated ambiguities  

Figure 3. A step on the way to description logic. The propositions decompose the 
concept of “medical checkups.”
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that make computing over uncon-
strained concept maps difficult, 
though not without losing some nu-
ance. There still remains something 
of a gap between the complexity of 
OWL-formalizable concept maps 
and the naturalness of the concept 
maps that are constructed by humans 
when they are free to express them-
selves intuitively. Moreover, OWL is 
by no means the final word in formal-
ized content; it is already being ex-
tended to other forms of content such 
as if-then rules, logic programming 
notations, and Petri nets describing 
processes.

Some OWL constructions do not 
transcribe into anything remotely 
resembling natural language and so 
are rendered in COE using graphical 
and labeling conventions. As a side 
effect, we have found that import-
ing OWL ontologies into COE often 
makes their essential nature quickly 
apparent. For example, it is easy to 
distinguish ontologies that are largely 
taxonomic, since COE displays the 
subclass links with a distinctive blue 
color and connects them together 
into a tree or graph. Ontologies that 
are less concerned with classes and 
more concerned with properties 

have many dotted links, arising from 
COE’s display of domain and range 
information. COE’s visual layout also 
draws attention to “missing” infor-
mation, which is regrettably common 
in OWL formalizations, such as un-
specified class names or missing do-
main and range information.

The CmapTools software allows for 
search, rapid navigation, and image 
zooming through large ontology maps 
using text-based matching on concept 
names. We have found that the con-
ceptualization of an ontology as some-
thing displayed on a surface and the 
associated metaphors of “moving” and 
“looking more closely” are powerful 
user aids in organizing and compre-
hending large bodies of information.

Revisiting our example, we can mi-
grate entities designated in the de-
scription logic for reasoning by a 
computer, making many of the com-
plex terms used in the argument ex-
plicit and therefore more understand-
able to humans. To do this, we pull 
the class definitions of various enti-
ties from available ontologies or from 
ones we create ourselves to meet the 
specific needs of the map. Figure 5 
shows a section of a larger ontology 
that contains some needed concepts 
along with some concepts that were 
defined specifically for this example.

By pulling information from other 
ontologies, we gain the benefits of re-
using existing terminology as well as 
the ability to have our resulting on-
tology be interpretable by a wider va-
riety of applications. In Figure 5, we 
provide a term that classifies a person 
that is a resident of one country who 
has nationality in a different country 
as an expatriate. Because the com-
ponents of this term are drawn from 
the dbPedia ontology, other applica-
tions that use this ontology can im-
port our term and use it directly.

Applying the terms found in other 
ontologies and those we constructed 

Figure 4. A fully specified description-logic concept map. It refines the concept map 
from Figure 3 to reference published ontologies for existing concepts and to provide 
formal definitions for “DhakaCampDwellers” and “PeriodicFreeMedicalCheckups.”
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for the specific purpose of explain-
ing the Bihari situation, we can con-
vert our diagram shown in Figure 4  
to the ontology shown in Figure 6. 
This diagram converts the intuitive 
description-logic concept-map pre-
sentation of the refugee situation into 
a logical form that can be reasoned 
over by other applications. In Figure 6,  
the square-corner rectangular nodes are 
OWL individuals, the black rounded- 
corner nodes boxes are OWL con-
cepts, and the elements shown in 
green are ones that have not yet 
been converted into OWL. The abil-
ity to retain information that is not in  

logical form is an important benefit of 
the approach. This information serves 
the purpose of comments for the ontol-
ogy. These comments may say something 
about the provenance of the concept 
(such as the concept per:Refugee –  
is defined by → “UN High Commis-
sioner for Refugees”), or areas where 
the ontology is incomplete and requires 
further development (such as the con-
cept “current actual identity”).

Opportunistic Computation
We have described what might be 
regarded as a continuum. Knowl-
edge expressed via natural language  

relies on syntax and the conventions 
of natural language communication. 
A concept map can make tacit infor-
mation explicit in the form of prop-
ositions. The propositionally coher-
ent concept map goes one step closer 
to the forms of logic. Each and every 
node-link-node triple can be read as 
a proposition. Going a step further, 
description-logic concept maps ex-
press meanings using the structures 
of description logic so that machines 
can draw all legal or necessary con-
clusions from content, and yet the 
concept maps are also meaningful to 
humans.

Figure 5. Developing new concepts by composing existing concept information. The concept of “Expatriate” is defined using a 
previously defined concept of Person and its supporting properties.
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In COE-OWL diagrams, the ma-
chine reads the parts of the diagram 
that it can, and performs allowable 
logical operations. These might in-
clude the identification of contradic-
tions or the drawing of inferences. 
The machine simply ignores the parts 
of the diagram it cannot read, say-
ing in effect, “OK, I can’t do any-
thing with that.” Conversely, humans 
read those parts of the diagram that 
make sense, whereas they can ignore 
the parts that make little or no sense 
(depending on their knowledge of the 
formalisms and conventions), know-
ing that the two forms—the natural 
and the logical—are linked in a way 
that is itself meaningful and func-
tional. This is what we mean by “op-
portunistic computation.”

The human who is doing the work 
might fall anywhere on the learning 
curve with regard to their ability to 
understand the formalisms. The dia-
grams might help them advance in 
their fluency, while at the same time 
be sufficiently interpretable to support 

their own process of sensemaking. 
COE allows non-expert OWL users 
to interact with formal ontologies and 
begin to understand what the ontology 
represents and how it may be used.

The process for doing this is very 
similar to the process of developing 
concept maps in general. First, the user 
adds a number of concepts that are key 
for the domain under consideration. 
Then these concepts are organized 
into class-subclass hierarchies. The 
class definitions are then expanded to 
include restrictions on property val-
ues, and unions and intersections with 
other classes. As part of this, the user 
may need to define new properties and 
add individual instances of classes.

Throughout this process, users  
can add additional concepts and re-
lations and use them to note areas 
into which the ontology might even-
tually be expanded, examples of how 
to use the ontology, and explanations 
of the design choices made in concept 
definition. To the human reading the  
diagram, these differences may be minor.  

COE can examine the map and ex-
tract all legal OWL definitions and 
use these definitions to populate lists 
associated with concepts (such as 
their super- and subclasses and their 
defined instances) as well as to help 
link to concepts in other ontologies.

When the ontology is ready to be 
shared, the concept map is exported 
into OWL and published. Com-
ments in the OWL definitions store 
the graphical layout of all nodes and 
the text of nodes and relations that 
are not legal OWL constructs. This 
preserves the author-added informa-
tion during translation to OWL and 
subsequent use. When read back into 
COE, the concept map will look ex-
actly like it did before the export pro-
cess. Supporting round-trip editing in 
this way allows the non-OWL infor-
mation contained in the COE maps 
to maintain its value in communicat-
ing the explanations and intent of the 
ontology author.

Apart from the particular imple-
mentation that we have described 

Figure 6. The results of “ontologizing” the description-logic concept map in Figure 1. The concept map includes both machine-
readable ontology language for machine inference and descriptive connections that assist human readability.
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here, a potential benefit to this gen-
eral approach is that the representa-
tions would not only feed into com-
putational activities but at the same 
time would allow users to under-
stand, at least to some extent, what 
the software might be doing. A car-
dinal principle of human-centered 
computing is that machines must be 
understandable as well as usable and 
useful. This is typically expressed as 
the need for machines to be “trans-
parent,” but we believe that what is 
needed is for machine operations to 
be apparent, especially to individu-
als who are not software engineers. 
Thus, the approach we outline here 
would support three activities: (1) 
the human’s sensemaking of the do-
main under study, (2) the machine’s 
analysis of the domain, and (3) the  
human’s sensemaking of what the 
machine is doing.
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